
Symmetric Functions
Jasper Ty

What is this?

These are notes based on my self-study of Chapter 7 in R.P Stanley’s “Enumerative
Combinatorics”, mixed in with readings of various other expositions.

I’ve learned to love this subject! At first, I thought “Functions that remain the same
change under interchange of variables? What’s so interesting about that?”, but at some
point betweennow and the end ofmyundergraduate life, I took it onmyself to compute
with these things, to hold themwith my bare hands, and lo— I suddenly foundmyself
baptized in the waters of symmetric polynomials.

I’m not entirely sure how to write for an audience yet, so certain things might be
over or under explained, and this might happen all over the place! I guess, one has
to have had some combinatorics, knowing about posets, partitions, coming up with
bijections, and so on. Also experience with working with formal power series probably
helps.

I’ll be honest and say algebra is not my strong suit, so I apologize in advance if that
manifests particularly clearly in some sections.
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Notation, conventions, some facts

As much as I hate to admit it, I think about notation and proof minutiae a lot. I had
a short “previous life” as a software engineer, and I always enjoyed thinking over and
over again about how to rewrite code— and the same goes for proofs.

This ismybest attempt at synthesizing notation in this subject that ismuchmore to
my taste, but hopefully isn’t too idiosyncratic at the same time. I take some inspiration
from Darij Grinberg’s algebraic combinatorics lecture notes [GrinbergAC] and from
various other sources.

There’s a level of redundancy going on—often notationwill be defined in the parts
where they’re used despite being already defined here. This is intentional.

Distinguished sets

We takeN to be the set of natural numbers including zero,

N ≔ {0, 1, 2, . . .}.

We take P to be the set of positive integers,

P ≔ {1, 2, . . .}.
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Z,Q,R,C are defined as usual.
We define

[<] ≔ {1, 2, . . . , <}.

Lists, tuples

Generically, any tuple will be written in the form

(01, 02, . . . , 0<)

I have this crazy notation for lists and sequences— I put

,
1≤ 7≤<

07 ≔ 01, . . . , 0<.

Often, a tuple will be packed into a symbol, into which we index by appending a sub-
script, so the above tuple can just be written 0.

When it is possible (read: unambiguous), we will often elide brackets and commas.
For example, (1, 2, 3, 4) can be written as 1234 instead.

Given a tuple (01, . . . , 0<), we will denote omission of entries by slashing out the
entry. This means

01, . . . ,❩❩07 , . . . , 0< ≔ 01, . . . , 07−1, 07+1, . . . 0<.

Sequences, compositions, and partitions

We will often deal with infinite tuples, which look like

(07)
∞
7=1 ≔

(
∞,
7=1

U7

)
= (U1, U2, . . .).

Wewill be loose about infinite andfinite tuples—specifically, finite tuples can always be
extended to an infinite tuple padded with infinitely many entries that are some natural
“null” element for the context.

A weak composition U of < ∈ N is an infinite tuple of nonnegative integers such
that

∑
7 U7 = <. We define |U | =

∑
7 U7 to have notation for recovering < given U.

Whenmore convenient (most of the time), wewill omit brackets and commas, and
write compositions as strings of digits. For example we will write (1, 1, 4, 3) as 1143.

A partition _ of < is a weak composition whose entries areweakly decreasing. That
a particular partition _ is a partition of a particular < is denoted _ ⊢ <.

I use English notation when drawing diagrams and tableaux, meaning, increasing
row index means going north to south, and increasing column index means going east
to west.
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Rings, polynomials, and formal power series

All rings considered are commutative and unital. An arbitrary ring will be denotedK.
K[F]will denote thepolynomial ringoverK in the indeterminate B , similarlyK[[B]]

will denote the formal power series ring overK in the indeterminate B .
We will fix notation for sets of indeterminates:

(a) x# ≔ (F1, F2, . . . F# ) for a set of # indeterminates.

(b) x∞ ≔ (F1, F2, . . .) for a set of countably many indeterminates.

(c) x for either the finite or countable case when it is clear from context.

(d) y, y# , y∞, z, z# , z∞, and so on are defined similarly.

With compositions, partitions, or otherwise any finitely supported tuple of non-
negative integers U, we definemulti-index notation for compactly writing downmono-
mials in a set of variables.

xU ≔ F U1
1
F U2
2
F U3
3
· · · .

As a notation in between, we will also write

xU1,U2,...

for the monomial xU . This allows us to “anonymously” use multi-indices.
In the context of multi-index notation, U will also be called x’s exponent vector. We

will let [xU] 5 denote the coefficient of [xU] in the formal power series 5 . Sometimes,
this is written as

〈
5 , xU

〉
.

Permutations and the symmetric group

(< will denote the symmetric group on < letters. In general, (� will denote the group
of permutations of the set �. In this case, we have defined (< ≔ ([<] = ({1,2,...,<} .

I will use the standard one-line and two-line notation, generally, for permutations.
I use the cyc0102 ...09 to refer to a cycle that sends 01 to 02, 02 to 03, and so on.

As an example, the cycle that sends 1 to 7, 7 to 4, and 4 to 1 will be written as cyc174.
Commas will be introduced and elided as appropriate.

A transposition that swaps 7 and 8 will be denoted t78 . For example, the transposi-
tion that swaps 4 and 8 will be written as t48.

The simple transpositions t7,7+1 will be denoted r7 .
Permutations will act on functions (somewhat incorrectly!) by permuting places,

so ifE ∈ (< and 5 is a function of < variables, then

E5 (F1, . . . , F<) ≔ 5 (FE (1) , . . . , FE (<) ).
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Iverson brackets

I use the Iverson bracket, which is defined to be

[k ]? ≔

{
1 k is true

0 otherwise

for any statement k that can be true or false. I add the question mark, since square
brackets are terribly overloaded as it is, andbecause it’s pointless to exponentiate Iverson
brackets anyway— there’s no mistaking what it’s for.

It’s an important remark that the Iverson bracket is a function of the free variables
in k .

1 Symmetric functions

1.1 Symmetric polynomials

We first define symmetric polynomials.

Definition 1.1.1. Fix < ∈ N, and let k be a commutative ring. We call 5 ∈
K[F1, . . . , F<] a symmetric polynomial if, for all permutations E ∈ (<, we
have that

E5 = 5 .

That is, if
5 (FE (1) , FE (2) , . . . , FE (<) ) = 5 (F1, F2, . . . , F<)

for allE ∈ (<.
We will denote the set of all such polynomialsK[F1, . . . , F<](< .

This is a specific case of a more general idea of the ring of invariants of a group
action on a ring� y ', which is denoted '� .

Example 1.1.2. The polynomial

>(F, G) = F + G

is symmetric, and is an element ofK[F, G].
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Remark 1.1.3. The sum and product of two symmetric polynomials is again sym-
metric. Also, 0 and 1 are clearly symmetric. Hence,K[x](< is a subring ofK[x].

1.2 The ring of symmetric functions

Now, we give the canonized definition for “the ring of symmetric functions”.
More precisely, we construct the ring of symmetric functions as a certain subring

of formal power series in infinitely many variables. The reason for this mouthful is that
we want a space into which all of the facts we care about in the theory of symmetric
polynomials lift up.

Unfortunately, this means we have to do some paperwork with regards to con-
structing this ring.

Definition 1.2.1. Fix a ground ringK. The ringK[[x∞]] of formal power series in
countably many variables x∞ ≔ (F1, F2, . . .) is defined to be the set of all formal
linear combinations ∑

U∈Comp

2Ux
U ,

where 20 ∈ K, and Comp is the set of all weak compositions, or equivalently, all
finitely supportedN-sequences, and where xU ≔ xU∞ = F U1

1
F U2
2
· · · .

The ring operations are defined in themorally correct way: if 5 =
∑
U 0Ux

U and
6 =

∑
U 1Ux

U , then 5 + 6 and 5 6 are defined to be

5 + 6 ≔
∑
U

(0U + 1U)x
U

and
5 6 ≔

∑
W

∏
U+V=W

(0U1V)x
W .

Indexing over all weak compositions U means that all the monomials that appear
are “honest”, and this makes the definition work nicely with our existing intuition for
working with formal power series.

Example 1.2.2. The formal power series

5 (x) = F1 + F2 + F3 + · · ·

is an element ofK[[x∞]].
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Next, we add another ingredient which generalizes, in a similar way, what wemean
when we say “symmetric”.

Definition 1.2.3. Let (∞ denote the subgroup of (N consisting of permutations
ofNwith “finite support”. That is,

(∞ ≔

{
E ∈ (N : E(B) = B for all but finitely many B

}
.

This contains as a subgroup (< for all < ∈ N. Importantly, every permutation in
(∞ is an extension of a permutation that lives in some finite symmetric group.

1.2.1 Homogeneous symmetric functions

Nowwe can start defining the ring of symmetric functions.

Definition 1.2.4. A homogeneous symmetric function of degree < over a ringK is a
formal power series ∑

U∈Comp<

2Ux
U ∈ K[[x∞]],

where we are summing over all weak compositions U of <, and every 2U is a scalar
such that 2U = 2V whenever V can be obtained by permuting the parts of U.

We denote the set of all such formal power series byΛ<
K
.

These form a K-module, as a submodule of K[[x∞]]. Moreover, these are in fact
defined correctly, meaning that these are symmetric “functions”.

Remark 1.2.5. Consider the action (∞ y K[[x∞]] given by

E5 (F1, F2, . . .) = 5 (FE (1) , FE (2) , . . .), ∀E ∈ (∞.

Equivalently, the action is also given by corresponding each E ∈ (∞ to the auto-
morphism ofK[[x∞]] which replaces each indeterminate F7 with FE (7 ) .

Λ
<
K
is precisely all the elements ofK[[x∞]] invariant under (∞.

The following is a simple example of an element ofΛ<
K
:

Example 1.2.6. The formal power series

5 (x∞) =
∑
7

F27 + 10
∑
7<8

F7 F8
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is a symmetric function that is homogeneous of degree 2. In this case 2U = 1when-
ever U = . . . 2 . . ., and 2U = 10 whenever U = . . . 1 . . . 1 . . .. In every other case,
2U = 0.

1.2.2 Symmetric functions

Wenote thatmultiplying (insideK[[x∞]]) any twohomogeneous symmetric functions
5 , 6 of degrees ; and < respectively give us a homogeneous symmetric function of
degree; + <. The following definition gives us the right subalgebra this remark hints
at.

Definition 1.2.7. The ring of symmetric functionsΛK is the infinite direct sum

ΛK ≔ Λ
0
K ⊕ Λ

1
K ⊕ · · · .

In the case when K = Q, we will suppress Q and refer to Λ<
Q
and ΛQ as Λ< and Λ

respectively.

This greatly broadens the possible definitions for symmetric functions. For exam-
ple, the following demonstrates a symmetric function that arises from an infinite prod-
uct, which evidently contains many monomials of different degrees and is not at all
homogeneous.

Example 1.2.8. The formal power series

5 =
∏
7

(1 + 3F27 + 7F
5
7 )

is a symmetric function.

2 Partitions, compositions and tableaux

2.1 The definition of partitions and compositions

A partition is, as it’s well known, just a way of writing down < as a sum of positive
integers. And, a composition is a partition in which we care about the particular order
the positive integers are summed.

We give formalizations of these ideas that are convenient in developing the theory
of symmetric functions.
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Definition 2.1.1. Aweak composition, which we will often refer to simply as a com-
position, U of < ∈ N is a sequence of nonnegative integers

(U1, U2, . . .)

such that
|_ | ≔

∑
7∈N

U = <.

The nonzero entries of U are called the parts of U.

A partition can be seen as an equivalence class of a certain class of compositions—
namely those which have the samemultiset of parts. One can explicitly compute a rep-
resentative simply by sorting the parts of a composition. This is what the following
definition reflects.

Definition 2.1.2. A partition, also sometimes called an integer partition, _ of< ∈ N
is a sequence of nonnegative integers

(_1, _2, . . .)

such that
|_ | =

∑
7∈N

_7 = <

and
_8 ≤ _9

for all 8 ≥ 9.
We say that < is the size of _. The parts of _ are the nonzero entries of _. The

length of a partition _, len _ or ℓ (_), is the number of nonzero parts of _.

Put yet another way, _9 is a composition that is weakly decreasing and has only
finitely many nonzero entries.

We put notation for talking about partitions and compositions.

Definition 2.1.3. We write _ ⊢ < to say “_ is a partition of <.” Similarly, we will
write U |= < to say “U is a composition of <.”

We denote the set of all partitions by Par. The set of all partitions _ such that
_ ⊢ < will be denoted Par<. The set of all partitions of length ; will be denoted
Parℓ=;. Similarly, the set of all partitions of size atmost < and length atmost;will
be denoted Par∑≤< and Parℓ≤; respectively.
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Wedenote the set of all compositions byComp. The same notation for picking
out subsets of Par applies to picking out subsets ofComp.

If _ ∈ Par, we denote the set of all compositions with parts _ to beComp(_).

Example 2.1.4. The sequence

54432111

is a partition of 21.

2.2 Diagrams

Partitions can be drawn as Ferrers diagrams and Young diagrams.
Both have the same underlying data structure: they encode the partition _ as a sub-

set ofN2, with a particularly simple definition:

Definition 2.2.1. Let _ ⊢ <. The diagram of _, which we will denote ⊞_, is the
set

⊞_ ≔ {(7, 8 ) ∈ N2 : 1 ≤ 8 ≤ _7}.

Then, we can define Young and Ferrers diagrams.

Definition 2.2.2. Let _ ⊢ <. TheYoung diagram of _ is obtained by drawing a box
at location (7, 8 ) for each (7, 8 ) in⊞_. Similarly, its Ferrers diagram is obtained by
plotting dots rather than boxes.
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Example 2.2.3. The Young diagram of the partition _ = 54432111 is

.

Example 2.2.4. The Ferrers diagram of the partition _ = 54432111 is

. . . . .

. . . .

. . .

. .

.

.

.

.

2.3 Tableaux

The fact that Young diagrams aremade up of boxes is nice—because we can put things
in the boxes.

Definition 2.3.1. Let _ ⊢ <. A Young diagram of _ whose boxes are filled in with
elements from a set is called a Young tableau, which will often be denoted with a
capital letter, say) .

Formally, it is a function ⊞_→ - , where - is some set.
_ is referred to as the shape of the tableau, denoted shape) or sh) .
We will define ⊞) ≔ ⊞ sh) as an easy unambiguous shorthand.
The elements filled in are called the entries of the tableau, and the entry at box

(7, 8 ) is indexed as)78 .
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Example 2.3.2. The following is a Young tableau, filled in with positive integers:

1 2 3

4 5

Typically, our entries will either be positive integers or elements of a family indexed
by positive integers.

This allows us to encode the entries in a convenient way

Definition 2.3.3. Let) be a Young tableau filled inwith positive integers. Consider
themultiset {)78 }78 ∈⊞) of all its entries, counted withmultiplicities. The content

of) , written content) or ct) , is the sequence defined to be

content) ≔

(
,
<∈N

multiplicity of < in) ’s entries

)
.

This is also sometimes referred to as theweight of) .

Example 2.3.4. The Young tableau

1 1 1 2

3 3

4

has content 3121, as its entries consist of three 1’s, one 2, two 3’s and one 4.

More formally, Young tableau are functions whose domain is a partition’s diagram.
A partition’s diagram has an order induced on it by being a subset ofN2—the product
order on N2. If the entries are filled in with something that is also ordered, which in
our case is almost always N, the order on the boxes can interact with the order of the
entries in several ways.

Definition 2.3.5. We define a few important constraints on a Young tableau) .

(a) That the rows of) are weakly increasingmeans that

)<7 ≤ )<8 whenever 7 < 8 for all <.
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(b) That the columns of) are weakly increasingmeans that

)7; ≤ )8; whenever 7 < 8 for all;.

(c) That the rows of) are strongly increasingmeans that

)<7 < )<8 whenever 7 < 8 for all <.

(d) That the columns of) are strongly increasingmeans that

)7; < )8; whenever 7 < 8 for all;.

These have really obvious meanings on the level of “filling numbers in boxes”.
With this, we can define two important classes of Young tableau.

Definition 2.3.6. A Young tableau ) is called standard if both its rows and
columns are strongly increasing. ) is called semistandard if its rows are weakly
increasing and its columns are strongly increasing.

Wewill denote the set of all standard and semistandard Young tableaux by SYT
and SSYT respectively.

Semistandard Young tableau are explored in more detail in Section 6, as the Schur
functions enumerate them.

2.4 Orders on partitions

We have several orders on partitions themselves. The first one, containment, is defined
on all partitions.

Definition 2.4.1. Young diagrams, as subsets of N2, have a partial order induced
by the subset relation. Containment order for partitions is precisely this order
that diagrams induce on partitions.

We will use ⊆ to denote this order, so we have defined

_ ⊆ `whenever ⊞ _ ⊆ ⊞`.

Containment order in fact induces a lattice, a sublattice ofN2’s powerset, once it’s
checked that Par is closed under union and intersection.

14



Symmetric Functions Jasper Ty

Remark 2.4.2. Par, endowedwith containment order, has a lattice structure called
Young’s lattice.

In particular, it can be characterized as follows:

Theorem2.4.3. Young’s lattice is the lattice of order ideals ofN2, i.e, Young’s lattice
is � (N2).

Proof (sketch). Every finite order ideal of N2 is the Young diagram of a partition— it’s
impossible, reading north to south, to have a row longer than the row above it, since
that would violate the order ideal property.

Every partition, as a Young diagram, is an order ideal ofN2. Explicitly, it is the order
ideal generated by the “outer corners” of the partition.

Since these two constructions specify the exact same subsets ofN2, they agreewhen
takingunions and intersections, and so they both specify the same sublattice of�(N2).

�

Theorem 2.4.4. Standard Young tableau are in bijection with saturated chains in
Young’s lattice that begin at∅.

Proof(sketch). Construct the chain by adding one box at a time to∅, specifically in the
order the entries of a partition appear. �

Containment is sensitive to partition size— for _ ⊆ ` it’s necessary that |_ | ≤ |`|.
Even more sharply, all partitions of a fixed size are incomparable in Young’s lattice!

Thenext twoorders are not so sensitive to a partition’s size, because they are defined
not from viewing partitions as subsets ofN2, but viewing them as sequences.

Definition 2.4.5 (Dominance order). Let _ and a be two partitions. We say that
_ dominates ormajorizes a if

7∑
9=1

_9 ≥
7∑
9=1

a9 ∀7 ∈ N.

We denote this relation _ ≤ a.

Definition 2.4.6 (Lexicographic order). Let _, ` ∈ Par, and suppose _ ≠ `. Let
; be the first index for which _ and ` differ. We say that _ ≻ ` if _; > `;, and
_ ≺ ` if _; < `;. This is the lexicographic order on Par.
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Remark 2.4.7 (Lexicographic order is a total order). For anypartitions _, ` ∈ Par,
exactly one of the statements

_ ≺ `, _ = `, _ ≻ `,

holds.

Theorem 2.4.8 (Lexicographic order is a linear extension of dominance). If _ ≥ `,
then _ � `.

Proof. Let _, ` ∈ Par, such that _ ≠ `. Let ; be the first index for which _ and `
disagree. This means that

;−1∑
9=1

_9 =
;−1∑
9=1

`9 .

If _ > `, itmust be that _; > `;, since if _; < `;, we have that

;∑
9=1

_9 =
;−1∑
9=1

_9 + _; <

;−1∑
9=1

`9 + `; =

;∑
9=1

`9 ,

contradicting the definition of dominance order. Now, _; > `; tells us that _ ≻
`. �

2.5 Partition transposition

Definition 2.5.1. Let _ ∈ Par. We define its transpose _⊤ to be the partition

_⊤ ≔

(
∞,
7=0

# parts of _ with size ≤ 7

)

This is also sometimes called _’s conjugate, and sometimes denoted _∗, _′, or _) .

Example 2.5.2.

Proposition 2.5.3. Fix; ∈ N. Partition transposition is a bijection between par-
titions of length; and partitions whose largest part is;.
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3 Some distinguished bases of symmetric functions

We cover some key bases of the ring of symmetric functions. These are all indexed by
partitions.

3.1 Monomial symmetric functions

This first basis has the property where it’s immediately obvious the fact that it even is a
basis.

This is in total analogy to taking themonomial basis of a polynomial ring. In this
case, we group together monomials by the orbits of the variable permuting (< action.

Definition 3.1.1. Let _ ∈ Par. Themonomial symmetric function;_ is

;_ ≔
∑
U∼_

xU .

Where U ∼ _means that U may be obtained by permuting the parts of _.

The above definition involves permuting around the exponent vector U. I person-
ally find it easier to think of the monomial symmetric functions as permuting the sub-
scripts.

Example 3.1.2. Let _ = 5322. Then

;_ = ;5322 =

∑
71<72<73<74

(
F571 F

3
72
F273 F

2
74
+ F571 F

2
72
F373 F

2
74
+ F571 F

2
72
F273 F

3
74

+F271 F
5
72
F373 F

2
74
+ F271 F

5
72
F273 F

3
74
+ F271 F

2
72
F573 F

3
74

+F371 F
5
72
F273 F

2
74
+ F371 F

2
72
F573 F

2
74
+ F371 F

2
72
F273 F

5
74

+F271 F
3
72
F573 F

2
74
+ F271 F

3
72
F273 F

5
74
+ F271 F

2
72
F373 F

5
74

)
.

when you view the action of (< as permuting the exponents. When viewed as per-
muting the subscripts, we have that

;_ = ;5322 =

∑
71<72<73<74

(
F571 F

3
72
F273 F

2
74
+ F571 F

3
73
F272 F

2
74
+ F571 F

3
74
F272 F

2
73

+F572 F
3
71
F273 F

2
74
+ F572 F

3
73
F271 F

2
74
+ F572 F

3
74
F271 F

2
73

+F573 F
3
71
F272 F

2
74
+ F573 F

3
72
F271 F

2
74
+ F573 F

3
74
F272 F

2
74
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+F574 F
3
71
F272 F

2
73
+ F574 F

3
72
F271 F

2
73
+ F574 F

3
73
F271 F

2
72

)
.

The following theorem has to be stated for thoroughness’s sake.

Theorem 3.1.3. The monomial symmetric funtions form a basis forΛ.

Proof (short). It’s impossible to formanontrivial linear combinationofmonomial sym-
metric functions that sum to zero. �

3.2 Elementary symmetric functions

Our next basis will be the elementary symmetric functions, which we will refer to as the
elementaries or the 4’s.

Definition 3.2.1. Let < ∈ N. The elementary symmetric function 4< is defined to
be

4< ≔
∑

71<72<...<7<

F71 F72 · · · F7< .

And if we let _ ∈ Par, the elementary symmetric function 4_ is defined to be

4_ ≔ 4_1 4_2 · · · .

Example 3.2.2. The elementary symmetric function 42 is

42 = F1F2 + F1F3 + F1F4+ · · ·

+F2F3 + F2F4+ · · ·

+F3F4+ · · ·

Nowwe examine the relationship between the elementaries and the monomials.

Definition 3.2.3. Let _ ⊢ <. We define "_` to be the coefficient of ;` in the
expansion of 4_ in the monomial basis. That is, the numbers such that

4_ =
∑
`∈Par

"_`;`.

More generally, for any weak composition U, let"_U be the coefficient of F U in 4_.
This means the numbers such that

4_ =
∑

U∈Comp

"_UF
U .

18
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Wewill also sometimes write"shape _,content U , for reasons that will be clearer later.

Definition 3.2.4. A zero-one matrix is an infinite two-dimensional array
(078 )7,8≥1 whose entries are either zero or one, and for which all but finitely many
entries are zero. Denote the set of all zero-one matrices byMat∞ (01).

By this finiteness, the row sums and column sums of a zero-one matrix are well-
defined. So for any zero-one matrix � = (078 )7,8≥1, we define

row � ≔
©
«
∞,
7=1

∑
8≥1

078
ª®
¬

and col � is similarly defined.

Theorem 3.2.5. The coefficient"_` is counted by zero-one matrices whose row-
sums are _ and whose column sums are `.

Proof (short). Consider what is going on when we compute the terms of 4_ ,

4_ = 4_1 4_2 . . . .

To name a term on the right hand side, we pick out _1 F7 ’s from 4_1 , _2 F7 ’s from 4_2 ,
and so on. These choices of distinct variables are _7 -sized subsets of (F1, F2, . . .), and
encoding these subsets with lists of 1s and 0s gives us the rows of our 0 − 1 matrix,
where the row 7 corresponds to 4_7 .



F1 F2 F3 · · ·

F1 F2 F3 · · ·

F1 F2 F3 · · ·
...

...
...

. . .


The fact that we picked up _7 variables in each row manifests as the 7-th row sum be-
ing equal to _7 . The exponent of a given variable F8 appearing in a monomial only
depends on how many times we picked up an F8 from each 4_7 . This manifests as the
8 -th column sum being equal to `7 . �
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Proof (verbose). 4_ = 4_1 4_2 · · · is
1

©
«

∑
71<...<7_1

F71 · · · F7_1
ª®
¬
©
«

∑
81<...<8_2

F81 · · · F8_2
ª®
¬
· · ·

Consider the first sum. It must be that each 79 is distinct for 1 ≤ 9 ≤ _1, so in fact we
are picking _1 distinct positive integers— this is a subset ofN of size _1. Using this to
continue the calculation, we have that

4_ =
©«

∑
( :_1 sized
subset ofN

F [1∈( ]
?

1
F [2∈( ]

?

2
· · ·

ª®®®¬
©«

∑
) :_2 sized
subset ofN

F [1∈) ]
?

1
F [2∈) ]

?

2
· · ·

ª®®®¬
· · ·

Where we have used the Iverson bracket to pick out the F’s we need.
Recall that subsets of a set - are in bijection with indicator functions, functions

- → {0, 1} which encode membership. In this case, such an indicator function for a
subset ofN is just a zero-one sequence: a functionN→ {0, 1}.

Then, we can further recast the product to be

4_ =

©
«

∑
(07 )7≥1 is a

zero-one sequence∑
7 07=_1

F01
1
F02
2
· · ·

ª®®®®®
¬

©
«

∑
(17 )7≥1 is a

zero-one sequence∑
7 17=_2

F11
1
F12
2
· · ·

ª®®®®®®
¬
· · ·

We’re almost there. Next, we expand this product, and we will use suggestive notation:
to name a term in this product, we pick out a zero-one sequence (07,8 ) for each factor
4_8 , of which there are len(_)many, so if we let; = len(_), we can pick out sequences

(
(07,1)7≥1, . . . , (07,;)7≥1

)
where

∑
7 (07,8 ) = _8 . And, if we stack these together, treating each sequence as a row,

we have a two-dimensional array
(078 )7,8≥1

1The definition which quantifies over 71 < · · · < 7_8 is actually just a slick way to pick _8 distinct

integers— what the definition “morally” is. In this proof we decode this once, but it will not be done again
in subsequent proofs, and it’ll be implicitly understood

20
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where we have padded the columns past ; with zero sequences. This is a zero-one
matrix! Then, the condition that

∑
7 (07,8 ) = _8 becomes row(078 ) = _.

Our product is now expressed as

4_ =
∑

(078 ) ∈Mat∞ (01)
row(078 )=_

(F011
1
F021
2
· · · ) (F021

1
F022
2
· · · ) · · ·

=

∑
(078 ) ∈Mat∞ (01)
row(078 )=_

F (
∑
7 071 )

1
F (

∑
7 072 )

2
· · ·

=

∑
(078 ) ∈Mat∞ (01)
row(078 )=_

xcol(078 )

And now we’re almost there. It’s clear that if we pick out the coefficient of ` in the
above sum, it must have come from a zero-one matrix whose column sum is `. This
completes the proof. �

Theorem 3.2.6. Let _, ` ∈ Par, then

"_` = "`_ .

Proof. Matrix transposition is a bijection between the sets the two numbers count—
namely zero-one matrices with row sum _ and column sum `, and zero-one matrices
with row sum ` and column sum _. �

We have a tableau interpretation for 4_.

Theorem 3.2.7. "_` is the number of column strict tableau of shape _⊤ and con-
tent `. In particular,"<` is the number of column strict tableau of shape 1< and
content `.

3.2.1 The fundamental theorem of symmetric functions

We establish a key fact about the numbers"_`.

Theorem 3.2.8 (Gale-Ryser). Let " = (078 )7,8≥1 be a zero-one matrix, whose
row sums are given by the composition U and whose column sums are given by
composition V. Then it must be that U ≤ V⊤. Moreover, there is only one zero-one
matrix such that U = V⊤.
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Proof. We demonstrate this algorithmically. Let TODO: Gale-Ryser proof �

Theorem 3.2.9 (Fundamental theorem of symmetric functions). The 4’s form a
Z-basis for the ring of symmetric functions.

Proof. By Theorem 3.2.8, the transition matrix for a fixed <,

{ _`}1<�_�<,1<�`�<

is upper-triangular and has 1’s on the diagonal, hence it is invertible in Z. �

3.3 Complete homogeneous symmetric functions

The complete homogeneous symmetric functions, or the completes, or the ℎ’s, have a very
similar definition as the elementaries, but with distinctness relaxed.

Definition 3.3.1. Let< ∈ N. The complete homogeneous symmetric func-

tion ℎ< is defined to be

ℎ< ≔
∑

71≤ 72≤ ...≤ 7<

F71 F72 · · · F7< .

And if we let _ ⊢ <, the elementary symmetric function ℎ_ is defined to be

ℎ_ ≔ ℎ_1ℎ_2 · · · .

Aswith the elementaries and"_`, we define a set of monomial coefficients for the
completes.

Definition 3.3.2. Let _ ∈ Par and U ∈ Comp. Define #_U be the coefficient of
F U in ℎ_.

These numbers satisfy some analogous theorems.

Theorem 3.3.3. Let _, ` be partitions. Then #_` is counted by N-matrices with
row sums _ and column sums `.

Theorem 3.3.4. Let _, ` ∈ Par, then

#_` = #`_ .
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Proof of Theorems 3.3.4 and 3.3.3 (short). These are proved almost exactly the same way
as Theorems 3.2.5 and 3.2.6. �

However, we do not have an analogue of the proof of Theorem 3.2.8 for #_`. But
at the very least, we have another tableau mnemonic for #_`.

Theorem 3.3.5. #_` is the number of tableaux of shape _ and content `with non-
decreasing rows.

In particular, #<` is the number of row-weak Young tableau of shape < and
content `.

3.4 Power sum symmetric functions

We have one more simple basis forΛ, which has many not-so-simple theorems.

Definition 3.4.1. Let < ∈ N. The power sum symmetric function >< is defined to
be

>< ≔
∑
7∈P

F<7

And if we let _ ∈ Par, the elementary symmetric function >_ is defined to be

>_ ≔ >_1 >_2 · · · .

Definition 3.4.2. Let _ ∈ Par and U ∈ Comp. We define'_U to be the coefficient
of F U in >_.

Theorem 3.4.3. Let _, ` ∈ Par. '_` counts the number of ordered partitions
c = (�1, . . . , �9), where 9 = len `, such that

`7 =
∑
8 ∈�7

_8 .

Proof. Choosing a term in >_ means picking up an F
_8
78

term from each >_8 ,

>_8 =
(
· · · + F

_8
78
+ · · ·

)
.

Evidently, given such a choice, we can partition the _8 ’s into subsets which pick out the
same indeterminate F78 , and this subset determines the degree of F78 in our monomial.

�
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3.4.1 Cycle type

Definition 3.4.4. LetE ∈ (<. The cycle type d(E) ofE is the partition of <whose
parts are the cycle lengths ofE’s disjoint cycle decomposition.

Example 3.4.5. The cycle type ofE = 1657234 is d(E) = 421, sinceE factorizes
as

E = cyc2635 cyc47 cyc1 .

Definition 3.4.6. Define the number H_ to be

H_ ≔ 1;1;1!2
;2;2! · · · .

This quantity is important for enumeration with regards to cycle type.

Theorem 3.4.7. The number of permutations E ∈ (< of cycle type d =

〈1;12;2 · · · 〉 is
<!

1;1;1!2;2;2! · · ·
= <!H−1d .

Proof. Organize the denominator as follows

<!

(1;12;2 · · · ) (;1!;2! · · · )
.

The left factor describes an “internal” symmetry, that of permuting the insides of each
cycle. The right factor describes an “external” symmetry, that of permuting the cycles
themselves. Specifically, take a permutationE = E1E2 · · ·E<, viewing it only as a tuple
of numbers, i.e a word. There are <! many such E. We may construct a permutation
[E] out ofE with cycle type d by considering the permutation

(E1 · · ·Ed1 )(Ed1+1 · · ·Ed1+d2 ) · · · (Ed1+···+d9−1+1 · · ·Ed1+···+d9−1+d9 ).

The group action �

4 Identities

4.1 Distinguished generating functions

We define the following, natural, generating functions in the ringΛ[[B]].
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Definition 4.1.1.

� (B) ≔
∑
<≥0

ℎ<B
<

� (B) ≔
∑
<≥0

4<B
<

% (B) ≔
∑
<≥1

><B
<

Note that % (B) has constant term zero, while � (B) and � (B) have constant term
one.

Theorem 4.1.2. We have that

� (B) =
∏
<≥0

1

1 − F<B
,

� (B) =
∏
<≥0

(1 + F<B),

% (B) =
∑
<≥0

F<B

1 − F<B
.

Proof. For the first one, we compute that

∏
<≥0

1

1 − F<B
=

∏
<≥0

∑
9≥0

F9< B
9

=

∏
<≥0

(
1 + F<B + F

2
<B

2 + · · ·
)

=

∑
9≥0

∑
U |=9

xU B9

=

∑
9≥0

ℎ9B
9 .

Similarly, ∏
<≥0

(1 + F<B) =
∑
9≥0

∑
71<· · ·<79

F9B
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=

∑
9≥0

©«
∑

71<· · ·<79

F9
ª®¬
B9

=

∑
9≥0

49 B
9 .

�

4.2 The Newton-Girard formulas

Theorem 4.2.1 (Newton-Girard formulas). Let < ∈ P. Then

<∑
9=0

(−1)949ℎ<−9 = 0 (1)

<∑
9=0

(−1)9−14<−9 >9 = <4< (2)

<∑
9=0

ℎ<−9 >9 = <ℎ< (3)

Proof. These all follow from Theorem 4.1.2. We have that

� (B)� (−B) =

(∏
<∈N

1

1 − F<B

) (∏
<∈N

1 − F<B

)
=

∏
<∈N

1 − F<B

1 − F<B
= 1.

Then [B<]� (B)� (−B) = 0 for all < ≥ 1, giving us

<∑
9=0

(−1)949ℎ<−9 = 0 ∀< ≥ 1.

This proves the first Newton-Girard formula (1).
Then, we have that

� (−B)% (B) =

[∏
<∈N

(1 − F<B)

] [
B
∑
;∈N

F;
1 − F;B

]

= B
∑
;∈N

[
F;

1 − F;B

∏
<∈N

(1 − F<B)

]
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= B
∑
;∈N


F;

∏
<∈N
<≠;

(1 − F<B)


= −B

∑
;∈N


−F;

∏
<∈N
<≠;

(1 − F<B)


.

The sum can be expressed as the derivative of an infinite product, and we can continue
the simplification

= −B
3

3B

[∏
;∈N

(1 − F;B)

]

= −B
3

3B
� (−B)

= −B
3

3B

[∑
<∈N

(−1)<4<B
<

]

= −B

[∑
<≥1

<(−1)<4<B
<−1

]

=

∑
<≥1

<(−1)<−14<B
<.

Then, the formula for [B<]� (−B)% (B) given < ≥ 1 is

<∑
9=0

(−1)94<−9 >9 = <(−1)
<−14< ∀< ≥ 1.

And after moving the −1 factors,

<∑
9=0

(−1)9−14<−9 >9 = <4<.

This proves the second Newton-Girard formula, (2).
The proof of the third is very similar and actually even easier, since

3

3B
� (B) =

3

3B

[∏
<∈N

1

1 − F<B

]
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=

∑
;∈N


F;

(1 − F;B)2

∏
<∈N
<≠;

1

1 − F<B


=

∑
;∈N

[
F;

1 − F;B

∏
<∈N

1

1 − F<B

]

Then

� (B)% (B) =

[∏
<∈N

1

1 − F<B

] [
B
∑
;∈N

F;
1 − F;B

]

= B
∑
;∈N

[
F;

1 − F;B

∏
< ∈ N

1

1 − F<B

]

= B
3

3B
� (B)

= B
3

3B

[∑
<∈N

ℎ<B
<

]

= B
∑
<≥1

<ℎ<B
<−1

=

∑
<≥1

<ℎ<B
<,

which proves the third Newton-Girard formula, (3). �

4.3 Cauchy identities

Theorem 4.3.1. We have that∏
7,8≥1

(1 + F7G8 ) =
∑
_∈Par

;_ (x)4_ (y).

Proof. The coefficient of xUyV is obtained by taking a zero-one matrix � whose row
sum is U and whose column sum is V. Then∏

7,8≥1

(1 + F7G8 ) =
∑

�∈Mat∞ (01)

Frow �Gcol �
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=

∑
U,V∈Comp

"UVF
UGV

=

∑
_,`∈Par


∑

U∈Comp(_) ,V∈Comp(`)

"UVF
UGV


=

∑
_,`∈Par

"_`


∑

U∈Comp(_) ,V∈Comp(`)

F UGV


=

∑
_,`∈Par

"_`

(
;_ (F);`(G)

)

=

∑
_∈Par

;_ (F)


∑
`∈Par

"_`;`(G)


=

∑
_∈Par

;_ (F)4_ (G).

�

Theorem 4.3.2. We have that∏
7,8≥1

(1 − F7G8 )
−1

=

∑
_∈Par

;_ (F)ℎ_ (G).

Proof. Exactly the same as with Theorem 4.3.1.∏
7,8≥1

(1 − F7G8 )
−1

=

∑
�∈Mat∞ (N)

Frow �Gcol �

=

∑
_,`∈Par

#_` (;_ (- );`(. ))

=

∑
_∈Par

;_ (- )


∑
`

#_`;`(. )


=

∑
_∈Par

;_ (- )ℎ_ (. ).

�
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Theorem 4.3.3. We have that∏
7,8≥1

(1 − F7G8 )
−1

=

∑
_∈Par

H−1_ >_ (F) >_ (G).

Additionally, ∏
7,8≥1

(1 + F7G8 ) =
∑
_∈Par

H−1_ Y_ >_ (F) >_ (G).

Proof. We apply log to the left hand side, and grind to obtain

log
∏
7,8≥1

(1 − F7G8 )
−1

=

∑
7,8≥1

log(1 − F7G8 )
−1

= −
∑
7,8≥1

log(1 − F7G8 )

= −
∑
7,8≥1

∑
<≥1

(−1)<−1

<
(−F7G8 )

<

=

∑
7,8≥1

∑
<≥1

1

<
F<7 G

<
8

=

∑
<≥1

∑
7,8≥1

1

<
F<7 G

<
8

=

∑
<≥1

1

<

(∑
7≥1

F<7

) ©«
∑
8≥1

G<8
ª®¬

=

∑
<≥1

1

<
>< (F) >< (G).

Hence we have that∏
7,8≥1

(1 − F7G8 )
−1

= exp log
∏
7,8≥1

(1 − F7G8 )
−1

= exp
∑
<≥1

1

<
>< (- ) >< (. ).

Then, we apply the permutation version of the exponential formula, which tells us that,
for any function 5 : P→ KwhereK is some commutative ring,

exp

(
∞∑
<=1

5 (<)
B<

<

)
=

∞∑
<=0

[ ∑
c∈(<

5 ( d(c )1) · · · 5 ( d(c )ℓ ( d (c ) ) )

]
B<

<!
,
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where d(c ) is c ’s cycle type. Alternatively, we can express it in the form

exp

(
∞∑
<=1

5 (<)
B<

<

)
=

∞∑
<=1


∑
_⊢<

∑
c∈(<
d (c )=_

5 (_1) · · · 5 (_9)


B<

<!

=

∞∑
<=1


∑
_⊢<

5 (_1) · · · 5 (_9)
∑
c∈(<
d (c )=_

1


B<

<!

=

∞∑
<=1

[∑
_⊢<

5 (_1) · · · 5 (_9)<!H
−1
_

]
B<

<!

=

∞∑
<=1

[∑
_⊢<

5 (_1) · · · 5 (_9)H
−1
_

]
B<

=

∑
_∈Par

5 (_1) · · · 5 (_9)H
−1
_ B
|_ |

Then, if we put 5 (<) = >< (F) >< (G),

exp
∞∑
<=1

B<

<
>< (F) >< (G) =

∑
_∈Par

>_1 (F) >_1 (G) · · · >_9 (F) >_9 (G)H
−1
_ B
|_ |

=

∑
_∈Par

(
>_1 (F) · · · >_9 (F)

)
︸                   ︷︷                   ︸

=>_ (F )

(
>_1 (G) · · · >_9 (G)

)
︸                   ︷︷                   ︸

=>_ (G)

H−1_ B
|_ |

=

∑
_∈Par

>_ (F) >_ (G)H
−1
_ B
|_ | .

Finally, putting B = 1, we have

exp
∑
<≥1

1

<
>< (F) >< (G) =

∑
_∈Par

>_ (F) >_ (G)H
−1
_ ,

which proves the first equality.
The second equality is proven very similarly.

log
∏
7,8≥1

(1 + F7G8 ) =
∑
7,8≥1

log(1 + F7G8 )
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=

∑
7,8≥1

∑
<≥1

(−1)<−1

<
(F7G8 )

<

=

∑
<≥1

(−1)<−1

<
>< (F) >< (G).

Using the exponential formula again,

exp
∞∑
<=1

B<

<
(−1)<−1 >< (F) >< (G)

=

∑
_∈Par

(
(−1)_1−1 >_1 (F) >_1 (G)

)
· · ·

(
(−1)_9−1 >_9 (F) >_9 (G)

)
H−1_ B

|_ |

=

∑
_∈Par

(−1) (_1−1)+···+(_ℓ (_)−1) >_ (F) >_ (G)H
−1
_ B
|_ |

=

∑
_∈Par

(−1)<−ℓ (_) >_ (F) >_ (G)H
−1
_ B
|_ |

=

∑
_∈Par

Y_ >_ (F) >_ (G)H
−1
_ B
|_ | .

Nowwe prove the second equality by again putting B = 1. �

5 Some algebraic gadgets

In the development of this subject, manipulations involving certain identities were sys-
tematized, miraculously, by encoding them as algebraic structures onΛ itself. In turn,
these algebraic structures became massive organizing principles in the theory of sym-
metric functions.

I believe these definitions were due to the algebraist Philip Hall, who described
them in The algebra of partitions (1959).

5.1 l-involution

The first gadget can be seen as a reflection of the first Newton-Girard formula 1, which
says that for any < ≥ 0,

<∑
9=0

(−1)949ℎ<−9 = 0.
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SinceΛ = Q[41, 42, . . .], which we recall means thatΛ is freely generated by the 4<’s as
a commutativeQ-algebra, any homomorphism q out ofΛ can be defined by specifying
the images of the 4<’s under q.

Definition 5.1.1. We define l to be the map

l : Λ→ Λ

4< ↦→ ℎ<.

Theorem 5.1.2. For all <,
l(ℎ<) = 4<.

Thus, l is an involution.

Proof. TODO: Prove omega is an involution �

5.2 The Hall inner product

We define an inner product 〈−,−〉 onΛ via the following rule:

Definition 5.2.1. Let 〈−,−〉 be the scalar product defined by the relationship

〈;_, ℎa〉 ≔ X_a .

Where X_a ≔ [_ = a]?.
This scalar product is called theHall inner product. It is well defined since the

;’s and ℎ’s form a basis forΛ.

Theorem 5.2.2. 〈·, ·〉 is symmetric.

Proof. It suffices to prove that products of basis elements are symmetric for some basis
ofΛ. We’ll use the basis {ℎ_}_∈Par. By their Cauchy identity (Theorem 4.3.2), we have
that

〈ℎ_, ℎa〉 =

〈 ∑
W∈Par

#_W;W , ℎa

〉
= #_a .

Then 〈ℎ_, ℎa〉 = #_a = #a_ = 〈ℎ_, ℎa〉. �

Theorem 5.2.3. Any two bases {C_}_∈Par and {D_}_∈Par of Λ that have a Cauchy
identity ∏

7,8≥1

(1 − F7G8 )
−1

=

∑
_∈Par

C_ (F)D_ (G) (4)
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are orthonormal with respect to the Hall inner product.

Proof (short). We’ll make use of Einstein summation to make calculations quick.
Define the numbers*·,· and+·,· by

;_ = *_dCd, ℎ` =+`aDa .

Now,wewill suppress the variables, sowewill always takeC_ to beC_ (- ), and similarly
we will always take D_ to mean D_ (. ). Similarly, we will take;_ to be in - and ℎ_ to
be in. .

The right hand side of the Cauchy identity for the completes (Theorem 4.3.2) be-
comes

;_ℎ_ =
(
*_dCd

) (
+_aDa

)
= *_d+_a

(
CdDa

)
Since we’re assuming the Cauchy identity for the bases {C_}_∈Par and {D_}_∈Par

also, we have shown that

*_d+_a
(
CdDa

)
= C`D`

hence, it must be that

�

Proof (detailed). Define the numbers*·,· and+·,· by

;_ =
∑
d

*_dCd, ℎ` =
∑
a

+`aDa .

Then, by linearity of the Hall inner product,

X_` = 〈;_, ℎ`〉 =
∑
d,a

*_d+`a 〈Cd, Ca〉

Now, if we are to have that 〈C_, D`〉 = X_`, the above should be equivalent to

X_` =
∑
d,a

*_d+`aXda .
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Since
∑
a+`aXda =+`d , we find that

X_` =
∑
d

*_d+`d . (5)

The sequence of equalities given can be run backwards, so we have to just show (5) and
the theorem is proven. By Theorem 4.3.2, we have that∏

7,8

(1 − F7G8 )
−1

=

∑
_

;_ (- )ℎ_ (. ).

So ∏
7,8

(1 − F7G8 )
−1

=

∑
_

©«
∑
d

Z_dCd (- )
ª®¬
(∑
a

[_aDa (. )

)
.

Interchanging sums,

∑
_

©«
∑
d

Z_dCd (- )
ª®¬
(∑
a

[_aDa (. )

)
=

∑
d,a

(∑
_

Z_d[_a

)
Cd (- )Da (. ).

By (4) ∑
d,a

(∑
_

Z_d[_a

)
Cd (- )Da (. ) =

∑
`

C`(- )D` (. ).

Since the C_ (- )D_ (. ) are linearly independent as power series, we can compare coef-
ficients, which gives us the desired equality. �

Theorem 5.2.4. l is an isometry ofΛ.

6 Schur functions

6.1 Combinatorial avatars

6.1.1 The definition of a Schur function

Wefirst define a Schur function as a generating functionof semistandardYoung tableaux.
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Definition 6.1.1. Let _ ∈ Par. The Schur function A_ is defined to be

A_ (F) ≔
∑

) ∈SSYTshape _

Fcontent) .

We use the following shorthand for doing computations involving SSYT:

Definition 6.1.2. Let) be a tableau. Then define F) to be the monomial

F) ≔ Fcontent) .

Example 6.1.3.

F

1 1

2 3
= F21 F2F3.

Example 6.1.4. For the partition 22, we compute A_ (F1, F2, F3). The following
tableaux make up SSYTshape _ with entries in {1, 2, 3}.

1 1

2 2
,

1 1

2 3
,

1 2

2 3
,

1 3

1 3
,

1 3

2 3
,

2 3

2 3
.

These give us the monomials

F21 F
2
2 , F21 F2F3, F1F

2
2 F3, F21 F

2
3 , F1F2F

2
3 , F22 F

2
3

respectively. Hence we have computed that

A22 (F1, F2, F3) = F
2
1 F

2
2 + F

2
1 F

2
3 + F

2
2 F

2
3 + F

2
1 F2F3 + F1F

2
2 F3 + F1F2F

2
3 .

6.1.2 Skew Schur functions

Definition 6.1.5. Let _, a be partitions such that a ⊆ _. Then the pair (_, a) is
referred to as a skew shape and is denoted _ \ a.

The skew diagram of _ \ a is the diagram obtained by taking _’s Young diagram
and removing all boxes that would be contained in a’s Young diagram— ⊞_ \ ⊞a.
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Finally, a skew tableau of shape _ \ a or a tableau of skew shape _ \ a is a filling
of the aforementioned skew diagram.

Such a tableau will still be called semistandard if it weakly increases along rows
and strongly increases along columns.

Example 6.1.6. Let _ = and a = . Then

_ \ a = .

6.1.3 Kostka numbers

Definition 6.1.7. Let _ ∈ Par and let U ∈ Comp. Then we define

 _,U ≔ # SSYTshape _,content U .

Let a ⊆ _. We define the skew Kostka number  _\a,U similarly.

Example 6.1.8. Let _ = 31 and let ` = 211. Then

 _` = 2,

since there are two semistandard Young tableaux of shape 31 and content 211,

which are

1 1 2
3 and

1 1 3
2 .

Remark 6.1.9. We have that, similarly to the other numbers" , # , ',

A_ =
∑

U∈Comp

 _UF
U .

In particular,

A_ =
∑
`∈Par

 _`;`.
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Since these notes are about symmetric functions, we have to prove the following theo-
rem.

Theorem 6.1.10. The skew Schurs, and therefore also the Schurs, are symmetric
functions.

Proof. We will prove that A_/a is invariant under the action of simple transpositions,
meaning that

r7 A_/a = A_/a

for any r7 , whichwe recall is the simple transpositionwhich swaps 7 and 7+1. Since any
permutation E ∈ (∞ can be written as a product of simple transpositions r71 · · · r79 ,
proving the above tells us that

EA_/a = EA_a

for allE ∈ (∞.
Rephrased, we wish to now show that

 _\a,U =  _\a,r7 U

for all r7 and for all weak compositions U.
Wewill prove this bybijection. Thekey fact here is that due to the column-strictness

of semistandard Young tableau, if 7 and 7 + 1 appear in the same column, they must be
vertically adjacent.

Let) ∈ SSYTshape _/a,content U . Take all the columns of) which contain 7 or 7 +1
but not both. We will have rows consisting of consecutive 7’s followed by consecutive
7 +1’s. In these rows, swap the number of consecutive 7’s with the number of consecu-
tive 7 + 1’s. This swap works because the 7’s that become 7 + 1’s will not break column
strictness since there is no 7 + 1 in the same column, similarly 7 + 1’s that become 7’s
will not break column strictness since there is no 7 in the same column.

This correspondence is involutive and thereforebijective. This completes theproof.
�

38



Symmetric Functions Jasper Ty

For example, if) looked like

7 7 + 1 7 + 1

7 7

7 7 + 1 7 + 1

7 7 + 1 7 + 1 7 + 1 7 + 1

7 + 1

7 7 7 + 1
,

then we ignore all other entries with both 7 and 7 + 1.

7 7 + 1 7 + 1

7 7

7 7 + 1 7 + 1

7 7 + 1 7 + 1 7 + 1 7 + 1

7 + 1

7 7 7 + 1

and consider the remaining ones. Then, we keep track of the rows of consecutive 7 and
7 + 1’s.

7 7 + 1 7 + 1

7 7

7 7 + 1 7 + 1

7 7 + 1 7 + 1 7 + 1 7 + 1

7 + 1

7 7 7 + 1
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Then, we flip the number of consecutive 7 and 7 + 1’s for each row.

7 7 7 + 1

7 7

7 7 + 1 7 + 1

7 7 7 7 7 + 1

7 + 1

7 7 + 1 7 + 1

As a consequence,

Corollary 6.1.11. Let _ \ a be a skew shape. Then

A_\a =
∑
`∈Par

 _\a,`;`.

Next, we will prove that the Schurs A_ form a Z-basis forΛ.

Theorem 6.1.12. Fix <. Let _, ` ⊢ <. Then  _` ≠ 0 implies _ ≥ `. Also,
 __ = 1.

Proof. Let  _` ≠ 0. Then we have the existence of) ∈ SSYTshape _,content `

Wewill show that the entries1, . . . , 9 can only appear in the first 9 rows of) . Since
there can only be _1 + · · · + _9 entries in the first 9 rows of) , this automatically tells
us that

`1 + · · · + `9 ≤ _1 + · · · + _9 .

Suppose that 9 appeared in the row 7 > 9, and let)78 = 9. Then

1 ≤ )18 < )28 < · · · < )98 < · · · < )78 = 9.

But that implies
9 ≤ )98 < · · · < )78 = 9.

which gives us 9 < 9, a contradiction.
If a = _, the only possible SSYT has the 7th row filled with 7 for all 7. �
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Now, similarly as with the"_`’s, we have the following:

Corollary 6.1.13. Fix <. {A_}_⊢< forms a basis for Λ<, as the transition matrix
( _`)<�(_,`)�1< is lower triangular.

Consequently, the set {A_}_∈Par forms a basis forΛ.

6.2 The Jacobi-Trudi identity

6.2.1 Statement

Theorem 6.2.1. Let _ be a partition. Then

A_ = det(ℎ_7+8−7)1≤(7,8 )≤len _ .

This is proven by cancelling out terms in the determinant.

6.2.2 The Lindström-Gessel-Viennot lemma

Let’s get some graph theory out of the way.

Definition 6.2.2. A digraph� is a pair consisting of a vertex set+ (�) and an arc
set �(�) which consists of ordered pairs of vertices. We will suppress the � and
refer to the vertex and arc sets as+ and �.

Definition 6.2.3. A path > in a digraph � is an ordered list of arcs (01, . . . , 09)
which are connected end-to-end.

Definition 6.2.4. A cycle is a path which starts and ends at the same vertex.

Definition 6.2.5. Let � be a digraph.

• We say that� is acyclic if it contains no cycles.

• We say that � is path-finite whenever there exist only finitely many paths
from C to D for all C, D ∈+ .

• LetK be a ring. We say that� isweightedwhenwe have a functionE : �→
K that assigns a weight to each arc of �.
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Theorem 6.2.6 (Lindström-Gessel-Viennot). Let � be an weighted, acyclic path-
finite, digraph.

Let* ,+ be two sets of < vertices in �. Define the weight of a path > to be

E( >) =
∏
0∈ >

0

For any two vertices C, D of �, define the quantity q(C, D) to be

q(C, D) =
∑
>:C→D

E( >),

where > : C→ D means that > is a path from C to D.
Consider now the determinant

det


q(C1, D1) · · · q(C<, D1)

...
. . .

...
q(C1, D<) · · · q(C<, D<)


TODO: Finish proof of LGV

6.2.3 Proof of the Jacobi-Trudi identity

Proof of the Jacobi-Trudi identity. Fix # ∈ N. Consider the digraph � whose vertex
set isN × {1, . . . , # }.

We assign weights to the edges so that all vertical arcs are weighted 1, and all hori-
zontal arcs (7, 8 ) → (7 + 1, 8 ) are weighted F8+1.

For example, consider the following path
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F1

F3 F3

C

D

This path’s weight is F1F23 .
Paths > : (7, 1) → (7 + <, # ) are in bijection with monomials in K[-# ] of

degree <.
We lay out the parts of _ in ascending order at F = 1.
TODO: Finish proof of Jacobi-Trudi �

We can use the Jacobi-Trudi formula to

Definition 6.2.7 (Schurs indexed by any integer tuple). Let W = (W1, . . . , W<) ∈
Z<. Then, we define the Schur function AW to be

AW ≔ det(ℎW+8−7)1≤(7,8 )≤<.

Evidently,we can always rearrange the rowsof (ℎU7+8−7) so thatwedo get a “proper”
Jacobi-Trudi matrix, i.e one of the form _ + X where _ is a partition.

We may pick up a sign, or the determinant might be zero entirely.

Theorem 6.2.8 (Schur function straightening). Let W ∈ Z<. Then

AW =

{
sgn(W + X) Asort(W+X )−X ,

0. otherwise

43



Symmetric Functions Jasper Ty

Example 6.2.9. TODO: Schur function straightening example

6.3 Cauchy’s bialternant formula

6.3.1 The Vandermonde determinant

Definition 6.3.1. Let W = (W1, . . . , W<). We define the polynomial altW to be

altW = det
(
F
W7
8

)<
7,8=1

Put X ≔ (< − 1, < − 2, . . . , 0). As a special case, we define theVandermonde determi-
nant to be altX .

Definition 6.3.2. An alternating polynomial is a polynomial > such that

c > = (sgn c ) · >.

Example 6.3.3. The polynomial >(F, G) = F − G is alternating, as

>(G, F) = G − F = −(F − G) = −>(G, F).

By properties of the determinant, we have the following

Remark 6.3.4. altW is an alternating polynomial in F1, . . . , F< for all W ∈ N<.

Proposition 6.3.5. Any alternating polynomial >(-<) is divisible by (F7 − F8 ) for
any 1 ≤ 7 < 8 ≤ <.

Proof. We note that it suffices to prove this in the two variable case, as we have that
K[F1, . . . , F<] ≃ (K[F1, . . . ,❩❩F7 , . . . ,❅❅

F8 , . . . , F<]) [F7 , F8 ]. �

Theorem 6.3.6. Wehave the following formula for theVandermonde determinant

altX =
∏

1≤ 7<8≤<

(F7 − F8 ).
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Proof. The proof is a little funny.
We know, a priori, the degree of altX : <(<+ 1)/2. We read this off the definition of

altX , which is

altX = det
(
F 78

)<
7,8=1

=

∑
c∈(<

(sgn c ) · F<1 F
<−1
2 · · · F<

Knowing this, we conclude that altX factorizes into at most <(< + 1)/2 linear factors.
However, by Proposition 6.3.5, we know that altX should factorize into at least

<(< + 1)/2 factors! This is because it is alternating in < variables, hence any (F7 − F8 )
where 7 ≠ 8 is a factor of altX .

This must be all of the factors, hence we obtain the above formula. �

6.3.2 The bialternant formula

Theorem 6.3.7. Fix < ∈ N. We have that

A_ (x<) =
alt_+X (x<)

altX (x<)
.

Proof. We have that

4` =
∑
_∈Par

 shape _⊤,content ` · A_ .

So, by specializing 5 ↦→ 5 (x<), we have that

4` (x) =
∑
_∈Par

 sh _⊤,ct ` · A_ (x).

And we want to show that

4` (x) =
∑
_∈Par

 sh _⊤,ct ` ·
alt_+X (x)

altX (x)
,

which is equivalent to showing that

altX (x) · 4` (x) =
∑
_∈Par

 sh _⊤,ct ` · alt_+X (x).

Both sides are antisymmetric polynomials. Hence, we may group together monomials
based on their orbit under variable permutation— these will have the same coefficients
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up to a sign. Each orbit is precisely themonomials that appear in alt_+X (x)—generated
by permuting the exponent of x_+X ’s.

Hence, to prove the above formula, we want to show that[
x_+X

] (
altX (x)4` (x)

)
=  shape _⊤,content `

�

Corollary 6.3.8.

Aa 4` =
∑
_∈Par

 _⊤/a⊤,` A_ .

Theorem 6.3.9. Multiplying Schurs and skewing them are adjoint operations,
which means we have that

〈A` Aa , A_〉 = 〈A`, A_/a〉.

The next theorem generalizes the statement that l sends elementaries to completes
and vice versa.

Theorem 6.3.10. For all _, a ∈ Par,

l(A_/a) = A_⊤/a⊤ .

7 The Robinson-Schensted-Knuth correspondence

7.1 Row insertion

TODO: Rewrite row insertion
The basic operation will be that of row insertion.

Definition 7.1.1 (Row insertion).
Nowwe define the tableau that results from row insertion, (% ← B).
We state a property of insertion paths that will allow us to prove that row insertion

gives us SSYT.
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Theorem 7.1.2. Let % be a SSYT of shape _, let B ∈ P, and let � (% ← B) =

[81, 82, . . . , 8" ]. Then � (% ← B) is weakly decreasing.

Proof. �

Corollary 7.1.3. If % is a SSYT and B ∈ P, then (% ← B) is a SSYT.

Proof. By the definition of row insertion, the rows are weakly increasing. Consider
inserting a bumped number. By the previous theorem, it can only be moved down or
down left, which means that it will always be inserted below a smaller number. This
continues for the whole insertion path. �

7.2 Biwords

Definition 7.2.1. A biword is a pair of strings of the same length.

Definition 7.2.2. Let � ∈ Mat∞ (N). We define �’s biword, which we denote
biword �, to be.

This is also often denotedE�.

Example 7.2.3. Let � be the matrix



1 0 3 2

0 1 0 0

2 4 1 0

0 0 1 0


.

Then

biword � =

(
1 1 1 1 1 1 2 3 3 3 3 3 3 3 4

1 2 2 2 4 4 2 1 1 2 2 2 2 3 3

)

7.3 The RSK algorithm

Definition 7.3.1. We call a pair of tableaux (%, &) a bitableau if shape % =

shape& . The set of semistandard bitableaux will be denoted biSSYT. That is,

biSSYT ≔ {(%, &) ∈ SSYT2 : shape % = shape&}.
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Definition 7.3.2. We define the Robinson-Schensted-Knuth correspondence to be
a rule that assigns to each finitely supported N matrix � ∈ Mat∞ (N) a pair of
semistandard Young tableaux (%, &) ∈ biSSYT, which we notate as

�
RSK
−−−→ (%, &).

The algorithm itself is as follows:

Input: � : Mat∞ (N)
Output: (%, &) : biSSYT
begin
(%, &) ← � (∅,∅);
for 78 in biword � do

Row insert 8 into % , and add to& a box containing 7 in the
location 8 landed in % .

end
return (%, &);

end

% is referred to as the insertion tableau and & is referred to as the recording
tableau.

The fact that % is called the insertion tableaux has to do with the fact that it’s a direct
result of iterated row insertion, whereas& is called the recording tableaux because the
entries inserted in & happen to just “come along for the ride” following the inserted
entries.

Example 7.3.3. Let

� ≔


1 0 2

0 2 0

1 1 0


.

We have that

E� =

(
1 1 1 2 2 3 3

1 3 3 2 2 1 2

)
.

So, going through the insertion process,
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B %B &B

1

2 1 1

3 1 3 1 1

4 1 3 3 1 1 1

5

1 2 3
3

1 1 1
2

6

1 2 2
3 3

1 1 1
2 2

7

1 1 2
2 3
3

1 1 1
2 2
3

8

1 1 2 2
2 3
3

1 1 1 3
2 2
3

In the above table, green squares are inserted, whereas yellow squares are
bumped. We find that

% =

1 1 2 2
2 3
3 & =

1 1 1 3
2 2
3 .

Theorem 7.3.4. RSK is a bijection MatN ↔ biSSYT such that for all �
RSK
−−−→

(%, &),

content % = col �,

content& = row �.

Proof. That the contents of % and & correspond to row and column sums of � is
obvious–8 coordinateswithmultiplicities get inserted into % , while 7 coordinateswith
multiplicities get inserted into & . That % is a SSYT follows from (7.1.3). That & is a
SSYT follows from properties of the insertion path.

Now, it remains to prove that the RSK correspondence is a bijection. RSK can ac-
tually be run backwards. First, we use this to prove injectivity, by showing that running
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RSKbackwards is actually the inverse of RSK. Second, we use this to prove surjectivity,
by showing that backwards RSK works for arbitrary pairs of SSYT.

�

7.4 Some applications

Theorem 7.4.1 (Cauchy identity). We have∏
7,8≥1

(1 − F7G8 )
−1

=

∑
_∈Par

A_ (x) A_ (y). (6)

Proof. We have that

[
xUyV

] ©«
∏
7,8≥1

(1 − F7G8 )
−1ª®¬

=
(
#� ∈ Mat∞(N) such that row � = U, col � = V

)
,

[
xUyV

] ( ∑
_∈Par

A_ (x) A_ (y)

)
=

(
#(%, &) ∈ biSSYT such that ct % = U, ct& = V

)
.

RSK tells us that both counts are the same, hence both sides of the identity are equal as
power series, since their coefficients agree for all monomials. �

Corollary 7.4.2. The Schurs are an orthonormal basis ofΛ.

Proof. This follows from Theorem 5.2.3, which we recall says that any two families of
symmetric functions which satisfy a Cauchy identity are orthonormal bases of the ring
of symmetric functions with respect to the Hall inner product. �

Corollary 7.4.3. ∑
_∈Par

 _` _a = 〈ℎ`, ℎa〉.

Proof. Take the coefficient of x`ya in (6). �

Corollary 7.4.4. We have that

ℎ` =
∑
_∈Par

 _` A_ .
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Equivalently,
〈A_, ℎ`〉 =  _`.

[StanleyEC2] gives three proofs of this corollary. The first one is the slickest, since
it compactifies a lot of the underlying mechanics using the Hall inner product.

Proof via the Hall inner product. We know that

A_ =
∑
a∈Par

 _a;a ,

so

〈ℎ`, A_〉 =

〈
ℎ`,

∑
a

 _a;a

〉

=

∑
a

 _a 〈ℎ`, ;a〉

=

∑
a

 _aX`a

=  _`.

�

This next one is really the same thing, but packaged differently.

Proof via Cauchy Identities. We have that∑
_

;_ (- )ℎ_ (. ) =
∑
_

A_ (- ) A_ (. ),

since both equal
∏
7,8 (1 − F7G8 )

−1. So we have that

∑
`

;`(- )ℎ`(. ) =
∑
_

©
«
∑
`

 _`;`(- )
ª®
¬
A_ (. )

=

∑
_

∑
`

;`(- ) _` A_ (. )

=

∑
`

∑
_

;`(- ) _` A_ (. )
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=

∑
`

;`(- )

(∑
_

 _` A_ (. )

)

We already know that the ;`(- )’s are linearly independent; we finish the proof by
equating their coefficients. �

This last proof is purely combinatorial, but is also again really the same thing.

Proof via RSK.

ℎ` =
∑

�∈MatN
row �=`

Fcol �
RSK
−−−→ =

©«
∑

(%,& ) ∈biSSYT
ct %=`

Fct&
ª®®®®¬

=

∑
_∈Par

©«
∑

%,&∈SSYTsh _
ct %=`

Fct&
ª®®®®¬

=

∑
_∈Par

©«
∑

% ∈SSYTsh _,ct `

©«
∑

&∈SSYTsh _

Fct&
ª®¬
ª®¬

=

∑
_∈Par

(
#of SSYT with

shape _ and content `

) ©
«

∑
&∈SSYTsh _

Fct&
ª®
¬

=

∑
_∈Par

 sh _,ct `
©
«

∑
&∈SSYTsh _

Fct&
ª®
¬

=

∑
_∈Par

 _` A_

�

Corollary 7.4.5. We have that

ℎ1< =
∑
_⊢<

5 _ A_ .

Proof. Combine Corollary 7.4.4 and the fact that 5 _ =  _,1< . �
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7.5 Standardization

TODO: Rewrite standardization We can standardize two-line arrays, which gives us
another two-line array with no repeated entries.

Consider a rowofnumbers (71 . . . 7<). We create a tableau that fills eachposition in
the row in a corresponding box, where a box (A, B) corresponds to the B-th appearance
of A from the left. For example, the array(

1 1 1 2 2 3 3 3 3
)

becomes
1 2 3

4 5

6 7 8 9

Then, we fill in all the squares with 1, . . . , < going in rows. In our example, this is
already how the rows are filled! To get our standardized row, 7̃< will be the entry of the
second tableau in the box where < appears in the first tableau. So the standardized row
from our example is actually(

1 2 3 4 5 6 7 8 9
)
.

It’s not hard to see that this always happens if our row is weakly increasing.
Consider the row (

1 1 3 2 3 1 2 2 2
)
.

Our first tableau is now
1 2 6

4 7 8 9

3 5
,

and so our second tableau is
1 2 3

4 5 6 7

8 9

Applying standardization, we get(
1 2 8 4 9 3 5 6 7

)
We can now define the following:
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Definition 7.5.1. Let E� =
( 71 · · ·7<
81 · · ·8<

)
be a two-line array arising from theN-matrix

�.
We define the standardized two-line array Ẽ� to be E� with both of its rows

standardized.

In effect, we will always get

(
1 · · · <

8̃1 · · · 8̃<

)
.

where 8̃7 is 87 standardized.

Example 7.5.2. Combining the first two examples of standardized rows, if

E� =

(
1 1 1 2 2 3 3 3 3

1 1 3 2 3 1 2 2 2

)
,

then

Ẽ� =

(
1 2 3 4 5 6 7 8 9

1 2 8 4 9 3 5 6 7

)
.

Lemma 7.5.3. Standardization commutes with RSK. Meaning, if you keep track

of the map of entries going from E� to Ẽ�, then reversing this map on %̃ , &̃ gives
you %, & respectively.

7.6 Symmetry

Theorem 7.6.1. If �
RSK
−−−→ (%, &), then �⊤

RSK
−−−→ (&, % ).

The first proof given in [StanleyEC2]makes use of the inversion poset of a permutation.

Definition 7.6.2. Consider the two-line array

E =

(
71 · · · 79
81 · · · 89

)

and define the inversion poset � to be the poset whose elements are the pairs (7B , 8B )
for1 ≤ B ≤ 9, andwhose partial order is given by putting (0, 1) ≤ (2, 3)whenever
0 ≤ 1 and 2 ≤ 3.
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For convience, we will use the compact notation 7B8B . For example, the pair (3, 5)
will just be written 35.

Example 7.6.3. Let

E =

(
1 2 3 4 5 6 7

5 1 6 7 4 3 2

)
.

Then the inversion poset ofE is

15 21

36

47

54 63 72

.

Given an inversionposet � , wemaypartition it into antichains �1, . . . , �9 as follows:

1. Let �1 be the set of minimal elements of � .

2. Suppose that �1, . . . , �8 are defined. Then define �8+1 to be the minimal ele-
ments of � \ (�1 ∪ · · · ∪ �8 ).

Example 7.6.4. For the sameE defined in Example 7.6.3, the antichains are

15 21

36

47

54 63 72

�1

�2

�3

.

Moreover, considering the definition of the inversion poset’s order, we may define
an order on its antichains, given by (0, 1) < (2, 3) whenever 0 < 2 and 1 > 3.

This defines a total order on any antichain of � (check it!).
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Example 7.6.5. Continuing Example 7.6.4, the order internal to each antichain
(going east to west from least to greatest) is

15 21

36

47

54 63 72

�1

�2

�3

,

where the covering relation is notated with red edges.

We can now state an important lemma that makes use of all the machinery we’ve
just built up.

Lemma 7.6.6. Consider a two-linewordE, and letE
RSK
−−−→ (%, &). Supposewe’ve

constructed � and �1, . . . �9 given E. Then, the first row of % has 9 entries, and is
given by

%1,@ = the top number of min �@ ,

and the first row of& also has 9 entries and is given by

&1,@ = the bottom number of max �@ .

Example 7.6.7. Completing the example, we compute the top and bottom num-
bers of the least and greatest elements of each antichain.

15 21

36

47

54 63 72

4

3

1

7

2

1

So the first row of % is
1 3 4

and the first row of& is
1 2 7

.
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TODO: Finish proofs of RSK symmetry

Proof of Theorem 7.6.1 using the inversion poset. Lemma 7.6.6 already shows us the first
row becomes the first column. Then, we need to turn this into a row-by-row argument,
and so we have to inspect closely all the bumped elements.

�

Proof of Theorem 7.6.1 using Fomin growth diagrams. �

7.7 Dual RSK

Definition 7.7.1 (Column insertion). We define column insertion

8 Schur functions, continued

8.1 The Pieri rule

We have a special case of the forthcoming Littlewood-Richardson rule, called the Pieri
rule.

Definition 8.1.1. A horizontal strip is a skew diagram such that each column con-
tains at most one box.

Theorem 8.1.2 (Pieri rule). Let < ≥ 0, and let _ ∈ Par. Then

ℎ< A_ =
∑
`

A`

where ` ranges over all partitions obtained by adding a horizontal strip to _.

Proof. In other words, we wish to show that

〈
ℎ< A_, A`

〉
=

{
1 if ` is _ plus a horizontal strip

0 otherwise.

We use the fact that skewing and multiplying by a Schur are adjoint, so〈
ℎ< A_, A`

〉
=

〈
ℎ<, A`/_

〉
.

But we know this quantity— it is a Kostka number〈
ℎ<, A`/_

〉
=  shape `/_,content <.

Now, `/_must be a skew tableaux filled with < 1’s. This can only be possible if ` is _
piled with a horizontal strip of size <. �
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8.2 The Murnaghan-Nakayama rule

The Pieri rule expresses a relationship between the Schurs and the 4_’s and ℎ_’s.
TheMurnaghan-Nakayama rule is an analogous rule with the >_’s.

Theorem 8.2.1 (Murnaghan-Nakayama rule). Let ` ∈ Par and @ ∈ N. Then

A` >@ =
∑
_⊇`

_/` is a BST of size @

(−1)height _/` A_ .

9 The Littlewood-Richardson rule

9.1 Knuth equivalence

Definition 9.1.1. Let C = C1C2 · · · C< be a permutation. A elementary Knuth
transformation is a replacement of a substring of three consecutive letters given by
the following rules 



012 ≡ 102,

201 ≡ 210,

100 ≡ 010,

110 ≡ 101.

Definition 9.1.2. We say that two permutations C and D are Knuth-equivalent
whenever there is a sequence of elementary Knuth transformationswhich turns one
into another.

We state an important property of Knuth-equivalence

Theorem 9.1.3. Two permutations are Knuth equivalent if and only if their inser-
tion tableaux coincide.

Proof. We will induct on the number of rows. So, it suffices to prove it for a row.
Let 0 < 2 < 1. Then, for any positive integer F, either F ≤ 0, or 0 < F ≤ 2, or

2 < F ≤ 1, or 1 < F.
Then, let (�1, �2, . . .), (�1, �2, . . .), and (�1, �2, . . .) be letters such that

0 < �1 ≤ �2 ≤ · · · ≤ 2,

58



Symmetric Functions Jasper Ty

2 < �1 ≤ �2 ≤ · · · ≤ 1,

1 < �1 ≤ �2 ≤ · · · .

Namely, the �7 ’s are letters � can bump, the �7 ’s are letters � can bump, and so on.
Then we do the casework.

1. ∅:

∅
0
−→ 0 1

−→ 0 1 2
−→ 0 2

←↪1

∅
1
−→ 1 0

−→ 0

←↪1

2
−→ 0 2

←↪1

2. �:

� 0
−→ 0

←↪�

1
−→ 0 1

←↪�

2
−→ 0 2

←↪�1

� 1
−→ � 1 0

−→ 0 1

←↪�

2
−→ 0 2

←↪�1

3. �1�2 · · · �8 :

�1 �2 · · · �8 0
−→ 0 �2 · · · �8

←↪�1

1
−→ 0 �2 · · · �8 1

←↪�1

2
−→ 0 �2 · · · �8 2

←↪�11

�1 �2 · · · �8 1
−→ �1 �2 · · · �8 1 0

−→ 0 �2 · · · �8 1

←↪�1

2
−→ 0 �2 · · · �8 2

←↪�11

4. � :

� 0
−→ 0

←↪�

1
−→ 0 1

←↪�

2
−→ 0 2

←↪�1

� 1
−→ � 1 0

−→ 0 1

←↪�

2
−→ 0 2

←↪�1

5. �1�2:

�1 �2 0
−→ 0 �2

←↪�1

1
−→ 0 �2 1

←↪�1

2
−→ 0 2 1

←↪�1�2

�1 �2 1
−→ �1 �2 1 0

−→ 0 �2 1

←↪�1

2
−→ 0 2 1

←↪�1�2
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6. �:

� 0
−→ 0

←↪�

1
−→ 0 1

←↪�

2
−→ 0 2

←↪�1

� 1
−→ 1

←↪�

0
−→ 0

←↪�1

2
−→ 0 2

←↪�1

7. �1�2:

�1 �2 0
−→ 0 �2

←↪�1

1
−→ 0 1

←↪�1�2

2
−→ 0 2

←↪�1�21

�1 �2 1
−→ 1 �2

←↪�1

0
−→ 0 �2

←↪�11

2
−→ 0 2

←↪�11�2

8. �� :

� � 0
−→ 0 �

←↪�

1
−→ 0 � 1

←↪�

2
−→ 0 2 1

←↪��

� � 1
−→ � � 1 0

−→ 0 � 1

←↪�

2
−→ 0 2 1

←↪��

9. ���

Then, if we insert into � �

9.2 Jeu-de-taquin

10 Representation theory of the symmetric group
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